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 An Example: The ETA Problem




The ETA Problem

The ETA (Estimated Time of Arrival) problem:

« Suppose that you are an engineer working at DiDi/Gaode/.... Your supervisor ask you to develop
an algorithm to estimate the time of arrival for each customer. For the good of the customers’
experience, the ETA given by your algorithm should be as accurate as possible.

< =

t% ‘ —>

[ &2 ]
LI S R ni]
i ?@Wilﬂ#&*t#ﬁ
BEX-1t17] ‘

Uoe amms

Z2ef
WE Rz "=
Pr— I
N o S B s

—1n16.2 = it 16.2 =» s 18.8 =

FER TT



The ETA Problem

The ETA (Estimated Time of Arrival) problem:

« Suppose that you are an engineer working at DiDi/Gaode/.... Your supervisor ask you to develop
an algorithm to estimate the time of arrival for each customer. For the good of the customers’
experience, the ETA given by your algorithm should be as accurate as possible.
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Supervised Learning (Recall from Lec00)

labels

Predicting

@'

Training(Learning)

Each sample consists
of aninput anda (@
target output . o
m"%..«
\l, b

dog

« Regression : The output is a real number (vector)
« Classification : The output is a class label.



Supervised Learning (Recall from Lec00)

We are indeed looking for a mapping (function).

* Image classification

> “Dog”




Framework of Supervised Learning (Recall from Lec00)

A set of functions

(The hypothesis set) \
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Framework of Supervised Learning
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Step 1: Data Preparation

What kind of data you would like to collect?
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Step 1: Data Preparation

«  What kind of data you would like to collect?

¢ : ¢
T e | distance Cdostination |

Customer 1

Customer 2
Customer 3

The data determines the upper bound of the performance that can be
achieve by your model.

In real world applications, you need to determine which kind of data
can be helpful to your task and collect them by yourself.

== 1he knowledge that can help you to determine which kind of data to
collect is the so-called domain knowledge.




Step 1: Data Preparation

- Data cleaning

Customer 1

Customer 2 ?

Customer 3 ?




Step 1: Data Preparation

- Data cleaning

Customer 1
Customer 2

Customer 3 800 km R X (=, siE2)e




Step 1: Data Preparation

In real world applications, data preparation
(cleaning) often takes up to 80% (even 90%)
of the entire project lifecycle.



Step 2: Picking a hypothesis space

* Linear regression
* Least squares




Step 2: Picking a hypothesis space

Overfitting
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Step 2: Picking a hypothesis space

Overfitting




Step 2: Picking a hypothesis space

«  Qverfitting

Dympic number [note, nok year!] Dympic number [note, nok year!] Dympic number [note, nok year!]

Linear function 4th order polynomial 8t order polynomial



Step 2: Picking a hypothesis space

* How to alleviate overfitting?

D Either provided separately or can be
validation Gaia created by splitting the original data
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(a) Training loss for the Olympic men’s (b) Log validation loss for the Olympic
100 m data. men’s 100m data. When using the

squared loss, this is also known as the
squared predictive error and measures
how close the predicted values are to the
true values. Note that the log loss is plot-
ted as the value increases so rapidly.



Step 2: Picking a hypothesis space

How to alleviate overfitting?

Validation data

Either provided separately or can be
created by splitting the original data

Prediction Error

High Bias Low Bias
Low Variance High Variance
- - e mmme- .
Test Sample
Training Sample
Low High

Model Complexity



Step 2: Picking a hypothesis space

« How to alleviate overfitting? i “......generally when we

' say 'a model' we refer to a
i particular method for

m : : i describing how some
Validation data Cross-validation | | input data relates to what

i we are trying to predict.
' We don't generally refer

. : : : : : ' to particular instances of
 that method as different
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i Model 1: linear regression;

 Model 2: regression by

second order polynomial;

train train train train validation

Five-fold cross-validation

https://stats.stackexchange.com/questio
ns/52274/how-to-choose-a-predictive-
model-after-k-fold-cross-validation
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Cross-validation Choose the{modelwith the smallest prediction error
on the validation sets averaged over the five folds




Step 2: Picking a hypothesis space

How to alleviate overfitting?

Stem the coefficients from exploding

M=0 M=1 M=6 M=9
wg | 019 082 031 0.35
h 127 799 232.37
w} -25.43 -5321.83
w 1737  48568.31
w -231639.30
w? 640042.26
wi -1061800.52
w 1042400.18
wi -557682.99
wi 125201.43



Step 2: Picking a hypothesis space

* Linear regression
* How to alleviate overfitting?

Stem the coefficients from exploding




