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Example

Day Outlook Temperature Humidity Wind PlayTennis
D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3 Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
D5 Rain Cool Normal Weak Yes
D6 Rain Cool Normal Strong No
D7 Overcast Cool Normal Strong Yes
D8 Sunny Mild High Weak No
D9 Sunny Cool Normal Weak Yes
D10 Rain Mild Normal Weak Yes
D11 Sunny Mild Normal Strong Yes
D12 Overcast Mild High Strong Yes
D13 Overcast Hot Normal Weak Yes
D14 Rain Mild High Strong No

Features/attributes labels
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Appropriate Problems

• Each attribute takes on a small number of disjoint possible values.

• The target function has discrete output values (classification). 

• The training data may contain missing attribute values.

• ……



• ID3



ID3
Which Attribute is the best classifier?



ID3
Which Attribute is the best classifier?

measures how well a given attribute separates the 
training examples according to their target classificationInformation gain



ID3
• Which Attribute is the best classifier?

measures how well a given attribute separates the 
training examples according to their target classificationInformation gain

measures the impurity of an arbitrary collection of data 
instancesEntropy



Entropy

5

9

SAMPLE

negative samples positive samples

Entropy(S) := �p+ log2 p+ � p� log2 p�

Entropy([9+, 5�])

=� (9/14) log2(9/14)� (5/14) log2(5/14)

=0.94



Entropy

• The entropy is 0 if all members of S belong to 
the same class.

• The entropy is 1 when S contains an equal 
number of positive and negative examples.

https://bricaud.github.io/personal-blog/entropy-in-decision-trees/

https://bricaud.github.io/personal-blog/entropy-in-decision-trees/


Information Gain

Gain(S,A) := Entropy(S)�
X

v2Values(A)

|Sv|
|S| Entropy(Sv)

Day Outlook Temperature Humidity Wind PlayTennis

D1 Sunny Hot High Weak No

D2 Sunny Hot High Strong No

D3 Overcast Hot High Weak Yes

D4 Rain Mild High Weak Yes

D5 Rain Cool Normal Weak Yes

D6 Rain Cool Normal Strong No

D7 Overcast Cool Normal Strong Yes

D8 Sunny Mild High Weak No

D9 Sunny Cool Normal Weak Yes

D10 Rain Mild Normal Weak Yes

D11 Sunny Mild Normal Strong Yes

D12 Overcast Mild High Strong Yes

D13 Overcast Hot Normal Weak Yes

D14 Rain Mild High Strong No
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Information Gain

Gain(S,A) := Entropy(S)�
X

v2Values(A)

|Sv|
|S| Entropy(Sv)

Day Outlook Temperature Humidity Wind PlayTennis

D1 Sunny Hot High Weak No

D2 Sunny Hot High Strong No

D3 Overcast Hot High Weak Yes

D4 Rain Mild High Weak Yes

D5 Rain Cool Normal Weak Yes

D6 Rain Cool Normal Strong No

D7 Overcast Cool Normal Strong Yes

D8 Sunny Mild High Weak No

D9 Sunny Cool Normal Weak Yes

D10 Rain Mild Normal Weak Yes

D11 Sunny Mild Normal Strong Yes

D12 Overcast Mild High Strong Yes

D13 Overcast Hot Normal Weak Yes

D14 Rain Mild High Strong No

V alues(Wind) ={Weak, Strong}
S =[9+, 5�]

SWeak  [6+, 2�]
SStrong  [3+, 3�]

Gain(S,Wind)

=Entropy(S)�
X

v2{Weak,Strong}

|Sv|
|S| Entropy(Sv)

=Entropy(S)� (8/14)Entropy(SWeak)

� (6/14)Entropy(SStrong)

=0.940� (8/14)0.811� (6/14)1.00

=0.048



Information Gain
• Which Attribute is the best classifier?

Humidity

High Normal

S : [9+, 5�]
E = 0.940

[3+, 4�]

E = 0.985

[6+, 1�]

E = 0.592

Gain(S,Humidity)

=0.94� (7/14)0.985� (7/14)0.592

=0.151

Wind

Strong Weak

S : [9+, 5�]
E = 0.940

[6+, 2�]

E = 0.811

[3+, 3�]

E = 1.00

Gain(S,Wind)

=0.94� (8/14)0.811� (6/14)1.0

=0.048

?

Outlook

Sunny Rain

Overcast

S : [9+, 5�]
E = 0.940

? ?

Gain(S,Outlook) = ?



ID3(Examples, Targetattribute, Attributes) 
Examples are the training examples. Targetattribute is the attribute whose value is to be 
predicted by the tree. Attributes is a list of other attributes that may be tested by the learned 
decision tree. Returns a decision tree that correctly classiJies the given Examples. 

Create a Root node for the tree 
I f  all Examples are positive, Return the single-node tree Root, with label = + 
I f  all Examples are negative, Return the single-node tree Root, with label = - 
I f  Attributes is empty, Return the single-node tree Root, with label = most common value of 
Targetattribute in Examples 
Otherwise Begin 

A t the attribute from Attributes that best* classifies Examples 
0 The decision attribute for Root c A 

For each possible value, vi, of A, 
Add a new tree branch below Root, corresponding to the test A = vi 

0 Let Examples,, be the subset of Examples that have value vi for A 
If Examples,, is empty 

Then below this new branch add a leaf node with label = most common 
value of Target attribute in Examples 
Else below this new branch add the subtree 

ID3(Examples,,, Targetattribute, Attributes - (A) ) )  
End 
Return Root 

* The best attribute is the one with highest information gain, as defined in Equation (3.4). 

TABLE 3.1 
Summary of the ID3 algorithm specialized to learning boolean-valued functions. ID3 is a greedy 
algorithm that grows the tree top-down, at each node selecting the attribute that best classifies the 
local training examples. This process continues until the tree perfectly classifies the training examples, 
or until all attributes have been used. 

where p, is the proportion of positive examples in S and p, is the proportion of 
negative examples in S. In all calculations involving entropy we define 0 log 0 to 
be 0. 

To illustrate, suppose S is a collection of 14 examples of some boolean 
concept, including 9 positive and 5 negative examples (we adopt the notation 
[9+, 5-1 to summarize such a sample of data). Then the entropy of S relative to 
this boolean classification is 

Notice that the entropy is 0 if all members of S belong to the same class. For 
example, if all members are positive (pe = I), then p, is 0, and Entropy(S) = 
-1 . log2(1) - 0 . log2 0 = -1 . 0 - 0 . log2 0 = 0. Note the entropy is 1 when 
the collection contains an equal number of positive and negative examples. If 
the collection contains unequal numbers of positive and negative examples, the 

Information Gain

For the tree constructed by ID3, we shall not see 
an attribute more than once along any paths.

dealing with the 
corner cases



Pruning

reasonable strategy, in fact it can lead to difficulties when there is noise in the data, 
or when the number of training examples is too small to produce a representative 
sample of the true target function. In either of these cases, this simple algorithm 
can produce trees that overjt the training examples. 

We will say that a hypothesis overfits the training examples if some other 
hypothesis that fits the training examples less well actually performs better over the 
entire distribution of instances (i.e., including instances beyond the training set). 

Definition: Given a hypothesis space H, a hypothesis h E H is said to overlit the 
training data if there exists some alternative hypothesis h' E H, such that h has 
smaller error than h' over the training examples, but h' has a smaller error than h 
over the entire distribution of instances. 

Figure 3.6 illustrates the impact of overfitting in a typical application of deci- 
sion tree learning. In this case, the ID3 algorithm is applied to the task of learning 
which medical patients have a form of diabetes. The horizontal axis of this plot 
indicates the total number of nodes in the decision tree, as the tree is being con- 
structed. The vertical axis indicates the accuracy of predictions made by the tree. 
The solid line shows the accuracy of the decision tree over the training examples, 
whereas the broken line shows accuracy measured over an independent set of test 
examples (not included in the training set). Predictably, the accuracy of the tree 
over the training examples increases monotonically as the tree is grown. How- 
ever, the accuracy measured over the independent test examples first increases, 
then decreases. As can be seen, once the tree size exceeds approximately 25 nodes, 

On training data - 
On test data ---- i 

Size of tree (number of nodes) 

FIGURE 3.6 
Overfitting in decision tree learning. As ID3 adds new nodes to grow the decision tree, the accuracy of 
the tree measured over the training examples increases monotonically. However, when measured over 
a set of test examples independent of the training examples, accuracy first increases, then decreases. 
Software and data for experimenting with variations on this plot are available on the World Wide 
Web at http://www.cs.cmu.edu/-torn/mlbook.html. 

• Overfitting



Pruning
• Post-pruning

• Split the data into a training set and a validation set
• Train the decision tree on the training set
• While pruning improves the accuracy of the tree on the validation set

• Scan the nodes one by one
• If removing the nodes (and all its descendants) improves the accuracy of the 

tree on the validation set
• Remove the node and all its descendants

• Endif

original over the validation set. This has the effect that any leaf node added due 
to coincidental regularities in the training set is likely to be pruned because these 
same coincidences are unlikely to occur in the validation set. Nodes are pruned 
iteratively, always choosing the node whose removal most increases the decision 
tree accuracy over the validation set. Pruning of nodes continues until further 
pruning is harmful (i.e., decreases accuracy of the tree over the validation set). 

The impact of reduced-error pruning on the accuracy of the decision tree 
is illustrated in Figure 3.7. As in Figure 3.6, the accuracy of the tree is shown 
measured over both training examples and test examples. The additional line in 
Figure 3.7 shows accuracy over the test examples as the tree is pruned. When 
pruning begins, the tree is at its maximum size and lowest accuracy over the test 
set. As pruning proceeds, the number of nodes is reduced and accuracy over the 
test set increases. Here, the available data has been split into three subsets: the 
training examples, the validation examples used for pruning the tree, and a set of 
test examples used to provide an unbiased estimate of accuracy over future unseen 
examples. The plot shows accuracy over the training and test sets. Accuracy over 
the validation set used for pruning is not shown. 

Using a separate set of data to guide pruning is an effective approach pro- 
vided a large amount of data is available. The major drawback of this approach 
is that when data is limited, withholding part of it for the validation set reduces 
even further the number of examples available for training. The following section 
presents an alternative approach to pruning that has been found useful in many 
practical situations where data is limited. Many additional techniques have been 
proposed as well, involving partitioning the available data several different times in 
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On training data - 
On test data ---- 
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FIGURE 3.7 
Effect of reduced-error pruning in decision tree learning. This plot shows the same curves of training 
and test set accuracy as in Figure 3.6. In addition, it shows the impact of reduced error pruning of 
the tree produced by ID3. Notice the increase in accuracy over the test set as nodes are pruned from 
the tree. Here, the validation set used for pruning is distinct from both the training and test sets. 



Questions
• Does there exist an attribute (may only in theory) that leads to the maximum 

information gain?

• Is the information gain always nonnegative? 



• Extensions of ID3



Continuous-Valued Attributes

Temperature
40 48 60 72 80 90



Continuous-Valued Attributes

Temperature40 48 60 72 80 90

48 + 60

2

80 + 90

2



Missing Attribute Values

Day Outlook Temperature Humidity Wind PlayTennis

D1 Sunny Hot High Weak No

D2 Sunny Hot High Strong No

D3 Overcast Hot High Weak Yes

D4 Rain Mild High Weak Yes

D5 Rain Cool Normal Weak Yes

D6 ? Cool Normal Strong No

D7 Overcast Cool Normal Strong Yes

D8 Sunny Mild High Weak No

D9 Sunny Cool Normal Weak Yes

D10 Rain Mild Normal Weak Yes

D11 Sunny Mild Normal Strong Yes

D12 Overcast Mild High Strong Yes

D13 Overcast Hot Normal Weak Yes

D14 Rain Mild High Strong No

• Approach 1
• Assign the common value to 

the missing attribute value
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Missing Attribute Values

• Approach 1
• Assign the common value to 

the missing attribute value

• Approach 2
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Resources

• http://www.r2d3.us/visual-intro-to-machine-learning-part-1/


