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Notice, to get the full credits, please present your solutions step by step.

Exercise 1: Bolzano-Weierstrass Theorem

The Least Upper Bound Axiom
Any nonempty set of real numbers with an upper bound has a least upper bound. That

is, supC always exists for a nonempty bounded above set C ⊂ R.
Please show the following statements from the least upper bound axiom.

1. Let C be a nonempty subset of R that is bounded above. Prove that u = supC if and
only if u is an upper bound of C and

∀ ϵ > 0,∃ a ∈ C such that a > u− ϵ.

2. Suppose (xn) be a sequence of real numbers such that xn ∈ [a, b], ∀n, please show that
there exists c ∈ [a, b] and a subsequence (xnk

) of (xn) such that xnk
→ c as k → ∞.
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Exercise 2: Limit and Limit Points

1. Show that {xn} in Rn converges to x ∈ Rn if and only if {xn} is bounded and has a
unique limit point x.

2. (Limit Points of a Set). Let C be a subset of Rn. A point x ∈ Rn is called a
limit point of C if there is a sequence {xn} in C such that xn → x and xn ̸= x for
all positive integers n. If x ∈ C and x is not a limit point of C, then x is called an
isolated point of C. Let C ′ be the set of limit points of the set C. Please show the
following statements.

(a) If C = (0, 1) ∪ {2} ⊂ R, then C ′ = [0, 1] and x = 2 is an isolated point of C.

(b) The set C ′ is closed.

(c) The closure of C is the union of C ′ and C; that is cl C = C ′ ∪ C. Moreover,
C ′ ⊂ C if and only if C is closed.
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Exercise 3: Norms

In this exercise, we will give some examples of norms and a useful theorem related to norms
in finite dimensional vector space.

1. lp norm: The lp norm is defined by

∥x∥p =

(
n∑

i=1

|xi|p
)1/p

where x = (x1, . . . , xn) ∈ Rn and p ≥ 1.

(a) Please show that the lp norm is a norm.

(b) Please show that the following equality.

lim
p→∞

∥x∥p = ∥x∥∞ = max
1≤i≤n

|xi|.

The l∞ norm is defined as above.

2. Operator norms: Suppose that A ∈ Rm×n, which can be viewed as a linear trans-
formation from Rn to Rm. Please show the following operator norms’ equality.

(a) Let ∥A∥1 = supx∈Rn,x ̸=0
∥Ax∥1
∥x∥1 . Please show that

∥A∥1 = max
1≤j≤n

m∑
i=1

|aij |.

(b) Let ∥A∥∞ = supx∈Rn,x ̸=0
∥Ax∥∞
∥x∥∞ . Please show that

∥A∥∞ = max
1≤i≤m

n∑
j=1

|aij |.

3. (Optional) Dual norm: Let ∥ · ∥ be a norm on Rn. The dual norm of ∥ · ∥ is defined
by

∥x∥∗ = sup
y∈Rn,∥y∥≤1

y⊤x.

(a) Please show that the dual of the Euclidean norm is the Euclidean norm itself.
i.e.,

sup
y∈Rn,∥y∥2≤1

y⊤x = ∥x∥2.

(b) Please show that the dual of the l1 norm is the l∞ norm. i.e.,

sup
y∈Rn,∥y∥1≤1

y⊤x = ∥x∥∞.
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4. (Optional) Equivalence of norms:

(a) Let ∥·∥a and ∥·∥b be two norms on Rn. We say that ∥·∥a and ∥·∥b are equivalent
if there exist two positive constants c1 and c2 such that

c1∥x∥a ≤ ∥x∥b ≤ c2∥x∥a, ∀x ∈ Rn.

Please show that all norms on Rn are equivalent.

(b) Suppose X1 = (Rn, ∥ · ∥a) and X2 = (Rn, ∥ · ∥b) are two normed vector spaces.
Please show that if (xn) converges to x in X1, then (xn) also converges to x in
X2, and vice versa.

(c) The unit ball in X1 and X2 may be different. However, the open set in normed
vector space X1 is also open in normed vector space X2, and vice versa. Please
show that by theorem of equivalence of norms.

(d) Now we can prove that if f is continuous in normed vector space X1, then f is
also continuous in normed vector space X2, and vice versa. Please show that by
conclusion in (c).

4



Homework 1

Exercise 4: Open and Closed Sets

The norm ball {y ∈ Rn : ∥y − x∥2 < r,x ∈ Rn} is denoted by Br(x).

1. Given a set C ⊂ Rn, please show the following are equivalent.

(a) The set C is closed; that is cl C = C.

(b) The complement of C is open.

(c) If Bϵ(x) ∩ C ̸= ∅ for every ϵ > 0, then x ∈ C.

2. Given A ⊂ Rn, a set C ⊂ A is called open in A if

C = {x ∈ C : Bϵ(x) ∩A ⊂ C for some ϵ > 0}.

A set C is said to be closed in A if A \ C is open in A.

(a) Let B = [0, 1] ∪ {2}. Please show that [0, 1] is not an open set in R, while it is
both open and closed in B.

(b) Please show that a set C ⊂ A is open in A if and only if C = A ∩ U , where U is
open in Rn.
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Exercise 5: Extreme Value Theorem

1. Let C be a compact subset of Rn and f : C → R be continuous. Please show that
there exist a,b ∈ C such that

f(a) ≤ f(x) ≤ f(b), ∀x ∈ C.

(Hint: first prove that f(C) is compact, in R.)

2. Let f : [a, b] → R be continuous. Show that the range of f is a compact interval [c, d]
for some c, d ∈ R.
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Exercise 6: Basis and Coordinates

Suppose that {a1,a2, . . . ,an} is a basis of an n-dimensional vector space V .

1. Show that {λ1a1, λ2a2, . . . , λnan} is also a basis of V for nonzero scalars λ1, λ2, . . . , λn.

2. Let V = Rn, A = (a1,a2, . . . ,an) ∈ Rn×n and B = (b1,b2, . . . ,bn) ∈ Rn×n.
(b1,b2, . . . ,bn) = (a1,a2, . . . ,an)P, where P ∈ Rn×n and bi ∈ Rn, for any i ∈
{1, . . . , n}. Show that {b1,b2, . . . ,bn} is also a basis of V for any invertible matrix
P.

3. Suppose that the coordinate of a vector v under the basis {a1,a2, . . . ,an} is x =
(x1, x2, . . . xn).

(a) What is the coordinate of v under {λ1a1, λ2a2, . . . , λnan}?
(b) What are the coordinates of w = a1 + · · · + an under {a1,a2, . . . ,an} and

{λ1a1, λ2a2, . . . , λnan}? Note that λi ̸= 0 for any i ∈ {1, . . . , n}.

4. Suppose a = (1, 0), b = (0, 1) and c = (−1, 0) are three unit vectors in two-
dimensional space. v = (x, y) is a vector in two-dimensional space.

(a) Please find the coordinate of v under basis {c,b}? Is the coordinate unique?

(b) Please find all the possible combination coefficients of v under vectors a, b and
c, i.e., v = x′a+ y′b+ z′c.

(c) (Bonus) Each set of combination coefficients (x′, y′, z′) in (b) forms a vector in
R3. Please find the combination coefficients with minimum ℓ1-norm.
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Exercise 7: Derivatives with Matrices

Definition 1 (Differentiability). [1] Let f : Rn → Rm be a function, x0 ∈ Rn be a point,
and let L : Rn → Rm be a linear transformation. We say that f is differentiable at x0 with
derivative L if we have

lim
x→x0;x̸=x0

∥f(x)− f(x0)− L(x− x0)∥2
∥x− x0∥2

= 0.

We denote this derivative L by f ′(x0).

1. Let x,a ∈ Rn and y ∈ Rm. Consider the functions as follows. Please show that they
are differentiable and find f ′(x).

(a) f(x) = a⊤x.

(b) f(x) = x⊤x.

(c) f(x) = ∥y −Ax∥22, where A ∈ Rm×n.

2. Please follow Definition 1 and give the definition of the differentiability of the functions
f : Rn×n → R.

3. Let f(X) = tr(A⊤X), where A,X ∈ Rn×m, and tr(·) denotes the trace of a matrix.
Please discuss the differentiability of f and find f ′(X) if it is differentiable.

4. (Optional) Let f(X) = det(X), where det(X) is the determinant of X ∈ Rn×n. Please
discuss the differentiability of f rigorously according to your definition in the last part.
If f is differentiable, please find f ′(X). (Hint: Considering the algebraic cofactor of
X.)

5. (Optional) Let Sn
++ be the space of all positive definite n × n matrices. Prove the

function f : Sn
++ → R defined by f(X) = trX−1 is differentiable on Sn

++. (Hint:
Expand the expression (X+ tY)−1 as a power series.)
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Exercise 8: Rank of Matrices

Let A ∈ Rm×n and B ∈ Rn×p.

1. Please show that

(a) rank(A) = rank(A⊤);

(b) rank(AB) ≤ rank(A); (give an example where the equal sign is true)

2. The column space of A is defined by

C(A) = {y ∈ Rm : y = Ax, x ∈ Rn}.

The null space of A is defined by

N (A) = {x ∈ Rn : Ax = 0}.

Notice that, the rank of A is the dimension of the column space of A.

Please show that

(a) rank(A) = dim(C(A);

(b) rank(A) + dim(N (A)) = n.

3. Given that

rank(AB) = rank(B)− dim(C(B) ∩N (A)). (1)

Please show the results in 1.(a) by Eq. (1).
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Exercise 9: Linear Equations

Consider the system of linear equations in w

y = Xw, (2)

where y ∈ Rn, w ∈ Rd, and X ∈ Rn×d.

1. Give an example for “X” and “y” to satisfy the following three situations respectively:

(a) there exists one unique solution;

(b) there does not exist any solution;

(c) there exists more than one solution.

2. Suppose that X has full column rank and rank((X,y)) = rank(X). Show that the
system of linear equations (2) always admits a unique solution.

3. (Normal equations) Consider another system of linear equations in w

X⊤y = X⊤Xw. (3)

Please show that the system (3) always admits a solution. Moreover, does it always
admit a unique solution?
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Exercise 10: Properties of Eigenvalues and Singular Values

1. Suppose the maximum eigenvalue, minimum eigenvalue and maximum singular value
of a given symmetric matrix A ∈ Sn are denoted by λmax(A) and λmin(A), respec-
tively. Please show that

λmax(A) = sup
x∈Rn,x ̸=0

x⊤Ax

x⊤x
, λmin(A) = inf

x∈Rn,x ̸=0

x⊤Ax

x⊤x
.

(Hint: considering the orthogonal decomposition of A.)

2. (Optional) Suppose B = (bij) ∈ Rm×n with maximum singular value σmax(B).

(a) Let ∥B∥2 := supx∈Rn,x ̸=0
∥Bx∥2
∥x∥2 . Please show that

σmax(B) = ∥B∥2.

(b) Please show that

σmax(B) = sup
x∈Rm,y∈Rn,x,y ̸=0

x⊤By

∥x∥2∥y∥2
.
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